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Program Overview 

 

Course Overview 

Objective of this course is to provide students with a toolset for designing and executing effective 

prompts for generative AI platforms such as Chat GPT Lllama and Bard. The course will discuss the 

key elements of designing an effective prompt, introduce to the design of prompts for common tasks 

such as question answering and information extraction and apply a taxonomy of popular prompting 

techniques such as role-playing, zero-shot, and few-shot learning. 

 
The course is structured around 14 contact hours and about 10 hours of homework, assignment and 

final project development. 

 
Prerequisites 

Students are encouraged to have some basic knowledge of generative AI tools and basic programming 

but no prior knowledge of Large Language Models, Machine Learning or programming is required . 

The course will employ face-to-face lectures, in-class exercises, individual and/or team assignments. 

The assignments will be related to the material taught in the face-to-face 

Learning Objectives 

The course will provide multiple skills” 

 
Advanced Prompting Techniques & LLM Reliability 

Apply advanced prompting techniques like prompt chains, chain-of-thought, ReAct, and RAG to 

improve the performance of LLMs. 

Improve model reliability, efficiency, and performance. 

Learn cost-effective and efficient prompting tactics. 

Evaluating LLMs & AI Safety 

Discuss prompting techniques and approaches for assessing model safety, toxicity analysis, mitigating 

bias, reducing hallucination, and testing prompt injections. 



 

Applying different approaches for evaluating LLMs for tasks such as text classification and 

summarization. 

Evaluate and compare prompt engineering techniques with fine-tuned models. 

 
Pedagogy 

The course will employ face-to-face lectures, in-class exercises, individual and/or team assignments. 

In particular students will: 

• Review the latest tools and best practices for prompt engineering to effectively build with 

language models 

• Discuss end-to-end, real-world use cases and applications, such as combining knowledge with 

conversational bots and using LLM with external tools 

• Discuss current papers, trends, recommendations, and future directions 

The assignments will be related to the material taught in the face-to-face lectures. The course closes 

with a simple final project. 

 
Teaching Material 

The instructors will provide teaching notes, class slides and references. 

 
Course Schedule 

 

Date Activity Topic 

Saturday 

h.16.00 – 20.00 
Arrival in NYC 

Accommodation at Stevens 

Campus visit 

 
Sunday 

  
Free Day 

 
Monday 

h. 9.00 - 1.15 

 
Lectures 1-3 

• Introduction to LLMs and prompts, the elements of a prompt, 

general tips and tricks 

• Large language models, ChatGPT and GPT-4, LLaMa and 

Mistral 7B. 

 
Monday 

h. 2.30 – 5.00 

 
Tutorship 

 
Individual or group assignment 

Tutorship 

 
Tuesday 

h. 9.00 - 1.15 

 
Lecture 4-6 

• Zero-shot prompting, Few-shot prompting 

• Chain-of-thought prompting, Self-consistency 

• Multimodal chain-of-thought prompting, Active prompting 



 
 

 
Tuesday 

h. 2.30 – 5.00 

 
Off Campus 

Visit 1 

 
TBD 

 
Wednesday 

h. 9.00 - 1.15 

 
Lecture 7-9 

 
• Tree of thought prompting, Generated knowledge prompting 

• ReAct prompting, Retrieval augmented generation 

 
Wednesday 

h. 2.30 – 5.00 

 
Tutorship 

 
Individual or group assignment 

Tutorship 

 
Thursday 

h. 9.00 - 1.15 

 
Lecture 10-12 

 
• Automatic prompt engineer, Automatic reasoning and tool-use 

• Directional stimulus prompting, Graph prompting 

 
Thursday 

h. 2.30 – 5.00 

 
Tutorship 

 
Individual or group assignment 

Tutorship 

 
Friday 

h. 9.00 – 11.45 

 
Lecture 12-14 

 
• Risks of prompt engineering, Biases and factual errors 

• Applications (Generating code) 

 
Friday 

h. 12.00 – 1.15 

 
Lecture 15 

 
Presentations 

 
Friday 

h. 2.30 – 5.00 

 
Off Campus 

Visit 1 

 
TBD 

 

 

*List of past off-site visits: 

• IEX 

• CFTC 

• Goldman Sachs 

• Bloomberg 

• United Nations 

• Federal reserve of New York 

• UBS trading 


